
~ )  Pergamon 
Int. J. Heat Mass Transfer. Vol. 39, No. 12, pp. 2385-2400, 1996 

Copyright © 1996 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 

0017-9310/96 $15.00+0.00 

0017-9310(95)00347-9 

Heat transfer in separated and impinging 
turbulent flows 

K. HEYERICHS and A. POLLARDt 
Department of Mechanical Engineering, Queen's University at Kingston, Ontario, 

Canada K7L 3N6 

(Received 13 March 1995 and in final form 15 September 1995) 

Abstract--This paper considers both separating and impinging turbulent flows with heat transfer. The 
performance of the Ice and k-<o turbulence models is assessed, especially how the low Reynolds number 
regions are resolved. In the case of the k-e model, three wall functions and six low Reynolds number near- 
wall closures are evaluated. The turbulence models are solved in conjunction with the Reynolds-averaged 
momentum and energy equations using a control volume method and QUICK differencing scheme. The 
results indicate that the k~w model demonstrates superior performance for prediction of convection heat 
transfer in complex turbulent flows and numerically is easy to implement. Copyright © 1996 Elsevier 

Science Ltd. 

1. INTROOUCTION 

The ability to predict turbulent flow and associated 
heat transfer by mathematical modelling is of con- 
siderable practical value. In general terms, the criteria 
fbr a good turbulence model are: minimum com- 
plexity (i.e. contain a minimum number of differential 
equations, empirical constants and functions but still 
provide sufficiently accurate and physically realistic 
results) ; robustness (i.e. promote stable convergence 
and not have difficulty resolving the steep gradients in 
near-wall regions) ; possess extensive universality (i.e. 
can be applied to a wide variety of flows without 
adjusting the empirical constants). For practical 
engineering calculations, two-equation turbulence 
models have become the most popular, since they are 
relatively simple to program and place much lower 
requirements on computer resources than other more 
complex models (e.g. algebraic and Reynolds stress 
models). Consequently, when cost effective, timely 
solutions of flows spanning large domains with com- 
plicated geometries are required, only two-equation 
models are currently practical. 

The main difference between two-equation models 
is the treatment of near-wall regions and choice of the 
length scale variable, an equation for the transport of 
turbulence kinetic energy being common to all. As 
well, a significant problem with the selection of a tur- 
bulence model is that it is often difficult to assess 
those models available since they have been tested on 
different test cases using a variety of grid sizes and 
numerical schemes. It is therefore not clear which of 
the many proposed models provides the best per- 
formance, especially in the case of complex flows that 
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involve impingement or boundary separation and 
reattachment. This paper attempts to resolve this issue 
by applying and comparing ten different models to 
three test cases, which all use a common numerical 
scheme. 

2. THE MOMENTUM AND ENERGY EQUATIONS 

The Reynolds stresses are related to the mean strain 
rate via an isotropic scalar turbulent viscosity, v, 

, ,  2 /Ou, 0uy'  
u i u j  = ( ijk - vt -]- OXl / .  (1) 

The turbulent heat flux can be obtained using a gradi- 
ent diffusion model 

ulh" v t Oh (2) 
~t 6~Xl 

where a, is the turbulent Prandtl number. 
The steady-state Reynolds averaged momentum 

and energy equations are then : 

O(pu~uj) 
Ox~ 

ap r iOu, Ou;ll + + 

(3) 

a # 
(4) 

The turbulent viscosity v, is provided by the tur- 
bulence model. Two groups of two-equation models 
are considered in this paper : Ice  and k--o) turbulence 
models, a brief description of them is provided below 
for completeness. 
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NOMENCLATURE 

A~,, A,  empirical constants 
c~ length scale constant 
Cf skin friction, table 
Cp specific heat at constant pressure 

[J kg - '  K ' ]  
Q,, Ct, C2 k c turbulence model constants 
D diameter [m] 
/ )  k-e turbulence model additional term 

[m ~ s -3] 
Dh hydraulic diameter [m] 
E additive contant  in the velocity log- 

law, E = 9.0 
/~ additive constant in the temperature 

log-law 
E k-E turbulence model additional term 

[kg m 1 S 4] 
.f friction factor 
Ji,,)'i, J2 k-e turbulence model damping 

functions, Table 2 
G generation rate of turbulent kinetic 

energy [m 2 s ~] 

h time averaged enthalpy [J kg '] 
h heat transfer coefficient [W m 2 K ~] 
hw time averaged wall enthalpy [J kg J] 
H general height parameter [m] 
i turbulence intensity, i = ~/(u~u;)/u 
k turbulent kinetic energy [m- s 2] 
/~ thermal conductivity [W m ' K '] 
k + dimensionless turbulent kinetic 

energy, k + = k/u~ 
l length scale of turbulence [m] 
l, length scale of turbulence [m] 
l, length scale of turbulence [m] 
L general length parameter [m] 
mL,~ mass flow rate [kg s- ~] 
Nu Nusselt number. Nu = hL /k  
p time averaged pressure [Pal 
:~ Jayatilleke "Pee"-function 
q heat flux [W m -2] 
q,, wall heat flux [W m 2] 
r statistical correlation coeflicient 
R~ k co turbulence model constant. 

R/s = 8 
Rk k-co turbulence model constant, 

Rk = 6 
R, turbulent Reynolds number 
R* turbulent Reynolds number  
R~ k-co turbulence model constant. 

Rw = 2.7 
Ry turbulent Reynolds number 
Re Reynolds number, Re = puL// l  
S,: Yap correction term 
Sh volumetric rate of convection heat 

transfer [ W m  3] 
Sp coefficient of ~bp in the linearized source 

term 
St Stanton number, St = h/pCpU 
T temperature [K] 
Tw wall temperature [K] 
Tf fluid temperature [K] 

7'" dimensionless temperature, 
T + = p C p ( T w -  T)u~/q,, 

u time averaged x-direction velocity 
[m s '1 

u~ wall friction velocity [m s ~] 
u' fluctuating x-direction velocity [m s ~] 
u* dimensionless velocity 
W general width parameter [m] 
W~, W2 variables used to express the 

expansion ratio of a channel [m] 
x, y, z coordinates 
v ~ dimensionless distance. 

Greek symbols 
cq,. cq* k-co turbulence model constants, 

~0 = 1/10,  ~* =/~/3 
:~, :~* k-co turbulence model closure 

coefficients 
~ effective thermal diffusivity [m: s -~] 
[/ k-co turbulence model constant, 

[] = 3/40 
[4" k--co turbulence model closure 

coefficient 
[~ grid uniformity determining parameter 
c dissipation rate of turbulent kinetic 

energy [m 2 s 3] 
c ~ dimensionless dissipation rate of 

turbulent kinetic energy, e + = ve/U4r 
dissipation variable [m 2 s 3] 

~,- yon Karman 's  constant, ~c = 0.41 
I:. constant appearing in temperature log- 

law 
tt molecular dynamic viscosity 

[kg m ' s-I] 
l~ turbulent dynamic viscosity 

[kg m i s-i]  
v molecular kinematic viscosity [m 2 s i ]  
v, turbulent kinematic viscosity [m 2 s J] 
p density [kg m 3] 
cr molecular Prandtl  number, a = Cp#/k 
(r~. a, k-~ turbulence model constants 
o-*, a ,  k co turbulence model constants, a* 

= 1/2, a,,~ = 1/2 
ez, turbulent Prandtl  number, ~, = 0.9 
r shear stress [N m 2] 
~,, wall shear stress [N m 2] 
co specific dissipation rate [ s  ~]. 

Subscripts 
i . i ,  k 
bulk 
J 
I 
m 

P 
v 

indices for tensor notation 
bulk flow conditions 
jet inlet conditions 
inlet conditions 
mean flow conditions 
central grid point under consideration 
edge of the viscous sublayer 
free stream conditions. 

Superscripts 
averaged quantity. 
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3. THE k-~ GROUP OF MODELS 

The k-~ model relates the turbulence viscosity vt to 
the turbulence kinetic energy, k, and the turbulence 
dissipation rate, e, using 

k: 
vt = C , , -  (5) 

8 

where k and e are defined as usual, equations for which 
are (see, for example, Patel et al. [1]) : 

O(pu'k) = 'u+ ~J~-~xlJ+PO-Pe (6) 

l 

+Apc,~a-AGo~+£ (7) 

where 

0u, (8) G =_ - u'iu~ dX/ 

= g+/~ (9) 

k 2 
R, = ~ (10)  

vg 

~/(k)y 
Ry - ( 11 )  

The k-e turbulence model is valid only in high Rey- 
nolds number regions. It is not applicable in regions 
close to solid walls where viscous effects predominate 
over turbulent ones. Two methods are commonly used 
to handle near-wall regions: wall functions or low 
Reynolds number modelling. 

3.1. Wall functions 
The wall function method, Launder and Spalding 

[2], assumes that close to a solid wall (but far enough 
from it that the effects of molecular transport can be 
considered negligible) the velocity and temperature 
profiles can be described by universal logarithmic vel- 
ocity and temperature profiles. It is also assumed that 
in this region the turbulence is in a state of local 
equilibrium. 

In all suggested variations of the wall function 
method, the turbulence kinetic energy in the near-wall 
cell is computed from the equation for k. The main 
difference between the various wall functions is the 
method used to calculate the generation and dis- 
sipation terms in the near-wall cell over which the 
governing equations are integrated. The simplest 
method is to assume that the turbulence variables (e.g. 
k, e and the shear stress r) are constant throughout 
the near-wall cell. Wall functions that use this 
approach are termed one-layer wall functions, which 
will be referred to here as WF1. In an attempt to 
improve the results obtained from the wall function 

technique, Chieng and Launder [3] proposed that the 
near-wall cell should be divided into two layers (i.e. 
the near-wall region is assumed to be composed of  a 
viscous sublayer where turbulent stresses are neg- 
ligible and a fully turbulent region where viscous 
transport can be ignored). This led to the development 
of the two-layer wall function (referred to by WF2). 

When using the wall function technique, e must also 
be solved or specified in the near-wall region. In the 
case of WF1 and WF2, e in the near-wall cell is fixed 
at its equilibrium value. Amano [4] suggested that the 
generation and destruction terms in the ~" equation 
should be evaluated in terms of the k equation rather 
than approximated under local equilibrium con- 
ditions ; this model assumption is referred to as WF3. 

Another approach that can be used to model the 
near-wall region is that employed by Chen and Patel 
[5]. This method combines the high Reynolds number 
k-e model with the one equation model of Wolfshtein 
[6]. When using this Wolfshtein, Chen, Patel model 
(WCP) the calculation domain is broken into two 
regions. Region 1 includes the sublayer, the buffer 
layer and a part of the fully turbulent layer. The one- 
equation model of Wolfshtein is used in this region to 
account for the effects of viscosity near the wall. 
Region 2 is the fully turbulent region where the high 
Reynolds number k-e model can be applied in the 
usual fashion. The separation point between the two 
regions is chosen along the grid line where the tur- 
bulence Reynolds number Rj. is approximately equal 
to 250, see Chen and Patel [5]. 

3.2. Low Reynolds number modellin9 
To improve further the modelling of the near-wall 

regions several extensions to the high Reynolds num- 
ber k-e model have been suggested. Patel et al. [1] 
review eight different low Reynolds number models 
and conclude that the models of Launder and Sharma 
[7], Lain and Bremhorst [8] and Chien [9] performed 
considerably better than others. Yap [10] further 
refined the Launder and Sharma model by including 
an additional length scale correction term into a modi- 
fied form of the e equation, the ~ equation. Myong 
and Kasagi [11] introduced a low Reynolds number 
model that demonstrated improved ability to predict 
heat transfer in pipe flows. These models have been 
selected for further evaluation in this study. 

The low Reynolds number k-e model incorporates 
functions f~, f~, f2 and, in some cases, extra terms/9  
and E. Different formulae have been suggested to 
calculate the above terms and a summary of the 
boundary conditions, constants, damping functions 
and additional terms used in the models selected for 
evaluation in this study are listed in Tables 1-5. The 
equations used to calculate the wall shear stress and 
heat flux are given in Table 6. 

4. THE k-~o MODEL 

The k-to turbulence model is similar to the low 
Reynolds number k-e model with e replaced by to, 
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Table 1. Boundary conditions and constants used in the k-e turbulence model 

Model Designation k~-B.C. ~:,,-B.C. C, C~ (~ ak a, 

High Reynolds number HRN 0.09 1.44 1.92 1.0 1.3 
Chien CH 0 0 0.09 1.35 1.80 1.0 1.3 
Lam and Bremhost LB 0 d~:gv ~ 0 0.09 1.44 1.92 1.0 1.3 
Launder and Sharma LS 0 0 0.09 1.44 1.92 1.0 1.3 
Launder et al. LSY 0 () 0.09 1.44 1.92 1.0 1.3 
Myong and Kasagi MK 0 d~,?v = 0 0.09 1.40 1.80 1.4 1.3 

Model Ii, 

HRN 1.0 

CH 1 - e x p ( - 0 . 0 1 1 5 y  ~ ) 

LB [1 - exp( - 0.0165R, )] -~ 

×(l+ ~o ~ 

~.4 

exp - -  
( 1 + R,,,'50)-~ 

MK [1 + 3.4~] 
,/'R,A 

Table 2. Damping functions used in the k ~ turbulence model 

/, /~ 

l.U 1.0 

, .  ,-o .2ex417)" 1 
/0.05~' 

1 - [  i ) l - e x p ( - R : )  

1.0 I - 0.3 exp( - R; ~ ) 

1.1) I - 0 . 3 e x p (  R~) 

x II exp v' z 

Table 3. Additional terms used in the k c turbulence model 

Model / )  

HRN 0 0 

CH 2/~ ~ 2t~ - exp( -0 .5v  t 
I ' -  ,2 " 

LB 0 0 

/ ~X/ ]~"\ 2 2 ktllt (?2 u~Z 
LS 2 y [ ~ ,  ) P \?v  ~} 

. l\C,.V~/ 

MK 0 0 

which  represents  the f requency  o f  the vort ici ty fluc- 
tua t ions .  It is def ined : 

g 

Several different versions have been proposed ,  based on 
the work  o f  K o l m o g o r o v  [12], extended by Spalding 
[13] and Saiy [14] and Saffman [15]; however,  the k ~ o  

version o f  Wilcox [16] has recently been demons t ra ted  
to be particularly promis ing and  has therefore been 
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Table 4. Near-wall models used with the high Reynolds number k-e turbulence model 

2389 

Near-wall Turbulent 
Model Designation Effective region k~-B.C, e,-B.C, viscosity 

Ok k 2 One-layer wall function WF 1 Near-wall cell - -  = 0 - -  
t~y vt = C.--e 

Ok k 2 Two-layer wall function WF2 Near-waU cell - -  = 0 - -  
Oy vt = C~ 

Two-layer wall function WF3 

Wolfshtein, Chen and Patel WCP 

Near-wall cell Ok c3e k z 
ay = 0 ay = 0 v, = C,,--e 

Ry < 250 k = 0 - -  v~ = C~,x/kll, 

A,, = 70 

Table 5. Calculation of k and e using near-wall models 

Model k-equation G and e terms e-Calculation 

WF1 G - r~/2 Fixed at equilibrium value pl/2~yp 

k~l 2 k312 
e ~ ep = - -  

qYp qYv 

WF2 G =  z~/2 ln(~v")+ p ( 1  - Y~ Ov p3nxy, YnJ c3y Fixed at equilibrium value 

2vk.. k3/2 ln(Y. ] k~/z 
e = - - +  ep = - -  

YnYv Cff . \y~ } Cly P 

z:/2 " "  z " yv~Ov 
WF3 G = • In(Y"]+ " ' ° ( 1 -  e-equation with 

p3/~tcy n \Y~] P \ Yn]C~Y 

2vk~ k3P/2ln(Y,~] e CITw kl/2 --'~1/2 --~n) (~vv)~ 1 
y.yv c~. \-f~} pc,y. l_p,/2x\yv +ln  

e 2 rl2Ck~ ( k~, ) ] 
?% 

e = \ T }  

l,= e,y[1 - exp (TRY)]  

A, = 2q 

WCP No modification 

selected for use in the present study. The  equat ions that  
consti tute the k--~ mode l  (WX) are Wilcox [16]: 

t3 t3k * 
c~(puik)axi O-xiI(#+a*#O-O-xi] + p G - f l p t o k  (13) 

c~(pu~to) a I- ~ toq to 2 
ax~ ~-x,t(# + a'd~t) ff-x/J + Oct k G - f l t o  (14) 

k 
#t = a ' P - -  (15)  

t o  

- Ou~ 
G = - - u ~ u j - -  (16) 

0xj 

pk (17) 
R,*- (to#). 

where  The  k and  to equa t ions  are  essentially a direct  t rans-  
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Variable 

Shear stress 

Table 6. Calculation of wall shear stress and heat flux 

Low Reynolds 
Wall functions number models 

t.tpKp(" I, 4k~ ~U 

Heat flux q,, r,, (tm~,l 
puplhp-h,~) ~7, I1 +.#x/[r,,/(pu~,)]] 

.~ = 9.24[(a/aO" >- 1][I +0.28exp( -0.007aa,)] 

Table 7. Constants and damping functions used in Wilcox 
k ¢,~ model 

Designation: WX :~, 

k,, B.C. 0 r,~ B.('. 

~* 12 c~,, 

D' 3,40 ~* 

R;~ 8 R~ 

R,, 2.7 :~ 

y* gll + Rt, Rk fl* 
I + Rt*./Rk 

1 10 

6rib'" 

12 

1~.3 

6 

5 % + R~&,(,:~.) 
9 1 + R~R,, 

9 5 I8+tR*,R/0 ~ 

100 I +(R~'RI~) 4 

form of  the low Reynolds number  k t: model with the 
addi t ion of  t ransi t ion specific closure coefficients u. 
and /L  The boundary  condit ions,  constants  and  damp-  
ing funct ions used in conjunct ion with the k o) model 
are given in Table 7. The wall shear stress and  heat 
flux are calculated in the same way as for the low 
Reynolds number  k-~: models. 

5. NUMERICAL METHODS 

The equat ion set consist ing of  the momentum.  
mass, energy and turbulence model equat ions  was dis- 
cretized using the control  volume method,  details of  
which can be conveniently found in, for example, Pat- 
anka r  [17]. The convect ion terms in the m o m e n t u m  
equat ions  were approximated  using a form of  the 
three-point  Q U I C K  scheme that  closely follows the 
work of  Pollard and Siu [18] (i.e. Q U I C K E R ) .  The 
convect ion terms for the scalar variables were com- 
puted using Hybr id  Differencing of  Spalding [19]. The 
S I M P L E  algor i thm in the form given by Van Door-  
maal  and  Rai thby  [20], with a s tandard T D M A  solver, 
were used. 

6. PRESENTATION AND DISCUSSION OF 
RESULTS 

To assess and  provide a benchmark ,  the models are 
first applied to plane channel  flow, Re~,, = 100000. 
The velocity log-law and  correlat ions for skin friction 

Table 8. Grid size (axial × wall normal) used for test cases 

Low Reynolds 
Test case Wall functions number models 

Channel flow 242 × 20 242 x 60 
Impinging jet 92 × 30 92 x 100 
Backward facing step 175 x 50 175 × 70 

and heat t ransfer  are used to bench-mark  the tur- 
bulence model performance.  The models are then 
applied to two complex turbulent  flows : a single tur- 
bulent  impinging jet  Rew = 10000, H / W =  2.6 and 
backward  facing step flow Ren = 28 000. These geo- 
metrically simple test cases contain  s tagnat ion and  
recirculation zones, which provide s tr ingent  con- 
dit ions for testing turbulence models. Convect ion  heat  
t ransfer  along solid walls is determined by the vari- 
a t ion of  effective diffusivity within the immediate  
vicinity of  the wall, accurate predict ion of  the latter is 
crucial for accurate predict ion of  the former. For  the 
case of  the turbulent  impinging jet the calculated 
results are compared  to Nusselt  n u m b e r  data  of  Cadek 
[21], Das [22], G a r d o n  and Akfirat  [23] and  van Hein- 
ingen [24]. For  the backward  facing step case the 
model predict ions are compared  to the S tan ton  num- 
ber and skin friction data  measured by Vogel and 
Eaton [25]. 

The grid sizes (non-uni formly  distr ibuted) used for 
the test cases are provided in Table 8. These were 
determined after extensive grid refinement tests 
revealed little dependence on addi t ional  refinement. 

6. I. Channel t ton 
Table 9 presents the skin friction Ct and  the Nusselt  

n u m b e r  Nu results for channel  flow RED,, = 100000. 
The data  are presented from L/Dh = 60 where it can 
be assumed that  the flow is fully developed and  inde- 
pendent  of  initial condit ions.  The walls are at  cons tan t  
temperature.  The percentage errors %Cr  and  % N u  
are calculated relative to the values obta ined from the 
friction factor correlat ion,  Ozi~ik [26] : 

1 
- -  = 2.0 log(ReD~ x/f)  -- 0.8 (18) , j 'f  

and Dittus Boelter correlat ion 
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Table 9. Skin friction and Nusselt number results for the 
channel flow test case 

Model Cf % Cf Nu % Nu 

Correlation 0.00450 - -  200.6 - -  
WF1 0.00453 0.7 163.1 - 18.7 
WF2 0.00440 -2 .1  159.4 -20.5  
WF3 0.00454 0.9 162.4 i 19.0 
CH 0.00445 - 1.0 187.9 -6 .3  
LB 0.00480 6.8 208.9 4.2 
LS 0.00440 -2 .2  187.7 - 6 . 4  
LSY 0.00483 7.4 207.7 3.6 
MK 0.00471 4,7 205.0 2.2 
WCP 0.00465 3,3 198.2 - 1.2 
WX 0.00469 4,3 203.7 1.6 

N u  = 0.023 R e  °8 ~o.,* (19) n h  t~ 

where a is the Prand t l  number .  All models,  wi th  the 

exception of  LB and  LSY, predict  Cr ( f  = Cr/2) within 
5% of  tha t  given by equa t ion  (18). The Nussel t  num-  

ber is predicted to within 5% of  (19) by all models,  
except those of  CH, LS and  the wall funct ions  (WF1,  

W F 2  and  WF3) .  
Figure 2 shows the normal ised velocity u * and  tem- 

pera ture  T ÷ profiles predicted by the wall functions,  
where the correlat ions of  Kader  [27] are used for com- 
parison.  The wall funct ions accurately reproduce the 
log-law and  predict  Cf within ,~2%,  as expected. The 
differences result ing f rom each wall funct ion for- 

mula t ion  are minor ,  bu t  it can be observed tha t  the 
two-layer model  leads to a lower Cf value relative to 
the one-layer model.  This occurs since the one-layer 
approach  assumes tha t  turbulence is produced 
t h r o u g h o u t  the near-wall  cont ro l  volume, whereas the 
two-layer app roach  calculates the p roduc t ion  of  tur- 

bulence beyond the viscous sublayer. The  two-layer  

Inlet: Plug Flow .. Ze[o . 

~ T=300K .i..~ ChannelWall: T_310 K 

[ / I J l l l / l l l / / I / l l t l / l l / / ' l l l / / / l / / ' t l l / / / / t J  
I' L/D  = 60 'l 

The channel flow test case 

~w/z-~ 
, I / / / / / / / / / / / / / / / / / / / / / / / / ' / / / / / ' / / / , ' / / , I  

-v[LL~I~ I "--- Confinement Plate" T = 300K 
/ Inlet: Plug Flow " 15 
/ I ~ ua = O, vs  = v R e w / W  [~ 

• 2 • 9 Zero I-~ I k = z  vj,  z = 0 . 0 -  • 
J . ,  c~ t.3/2 Gradmnt 
/-/ I , ,  e - ~ Exit • 

, ," . . ,~,  - 0.03(W/2) 
I t-lane 

I , 
l l !  Symmetry ~ . . -  Impingement Plate: T = 310 K i [ ~  

[ / / / / / / / / / / / / / / / / / / / / / / / / / , / , / / / / / / / / / / / / / / J  
i" 49W ,I 

The impinging slot jet test case 

2-~H 'y-'~ Inlet: Main Strealn "~'y" Fixed at Main Stream Values i 
~ " l  / u = u o o ,  v = O  

H ~ 1  ~ "  k = 1.5(iuoo) ~ 21 
I ~ e = Cukl'S/(O.096) 21 

/ ,~--'1 T - 300K Zero ~l 
~----I- Inlet: Boundary Layer Gradmnt -I 

"~ 77~]K " u = uoo(y/6) Wr'°~, v = 0 Exit ," :_1:1 
,~ ~ / -  k = c ; ° . s t~ (ou /ov )  :, l = .~i,,~[~y, 0.096 ] 2 3  

T ~"~'V...~ e = Cuk2(l:Ou/Oy) -1 '.._.~ 
y H ]/A Step Face: T = 300 K ~ I m p i n g e m e n t  Plate: q,o = 270W/m 2 

I b , . ,  , 
[ ,~ x Flow downstream of a backward facing step test case 

Fig. 1. Test case boundary conditions. 
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25 
- Log-Law: u*=2.5 In y* + 5.5 ~At~:~ ~ ;  . . . .  

Model  
20 

15 

10 

10 

25 

20 

10 

- - -  Kader(1981)  WF3 - ~ - - ' ~  
- -  Mode l  

10 W F 1  _- ~::~:: :: z ] 

10 - • . . . . . .  

100 y+ 1000 

Fig. 2. u ~ and T + profiles calculated using wall/'unctions. 

model predicts slightly lower turbulence levels and 
therefore lower Cf values. Calculation of~: in the near- 
wall control volume using the method suggested by 
Amano [4], as opposed to approximating it at its 
equilibrium value, results in a lower value of c. 

The wall heat flux, calculated using wall functions, 
Launder and Spalding [2], employs the temperature 
log-law relationship of Jayatilleke [28], which shows 
good agreement to the T ~ data of Kader [27]. This 
method, however, calculates Nu ~ 19% low relative 
to the Dittus-Boelter correlation and the minor 
differences between WF1, WF2 and WF3 are a direct 
consequence of the Cf predictions. 

Figure 3 demonstrates that LRN models strongly 
link skin friction to heat transfer. For example, models 
CH and LS underpredict C~ and therefore under- 
estimate Nu. Conversely, LB and LSY substantially 
overestimate Cf and have the highest overestimate of 
Nu. This is expected since it has long been established 

6 - -- 

2 

0 
%Nu 

-2 

-6 LS • • 

CH 
-8 

-4 -2 0 

LSY 

M K  • 
• LB 

VVX:@ 
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Fig. 3. Correlation between ('~ and Nu for various low- 
Reynolds number models. 

that for boundary layer flows Nu is correlated to Cf 
through, for example, the Reynolds analogy. Cr is 
calculated, using LRN models, from the slope of the 
velocity profile at the wall. Since Cf is strongly cor- 
related to the log-law, Patel et al. [1], it follows that 
Nu should also correlate with the log-law. Figure 4(a) 
indicates that WCP provides the best fit to the log- 
law and consequently also predicts Nu most accu- 
rately. The models LB, LSY and MK substantially 
underestimate the log-law and display the highest 
overestimate of Nu. Figure 4(b) compares the pre- 
dictions of T + using LRN models. All these models 
calculate T ~ below the data of Kader [27] and there- 
fore predict significantly higher Nu values relative to 
the wall functions. Since the rate of convection heat 
transfer is determined to a very large extent by the 
variation of effective thermal diffusivity (i.e. 
~ =  v / a +  vt/ad within the immediate vicinity of the 
wall [29], it can be expected that Nu and the tem- 
perature profile T + are strongly influenced by the 
ability of the turbulence model to predict v~ in the 
near-wall region and the value selected for a,. Figure 
4(c) shows the predicted near-wall turbulent viscosity 
normalized by the laminar viscosity relative to data 
summarised in Patel et al. [1]. The models WX and 
WCP show strong agreement between vt data and Nu. 

Conversely, the models LB and LSY that substantially 
over-predict vt also overestimate Nu. 

Figure 5 (a) shows the effect of at on the temperature 
distribution calculated using the WCP model. Increas- 
ing a~ pushes the T + profile closer to those data of 
Kader. This in turn results in an almost linear decrease 
in Nu as shown in Fig. 5(b). The profile of at in the 
near-wall region has been a matter of conjecture ; for 
example, direct numerical simulation of Kasagi et aL 
[30] indicates that at = 1.02 at the wall, increases to 1.1 
at y + ~ 50 and then gradually decreases with distance 
from the wall, which is noticeably different from the 
constant value, at = 0.9, usually used. A correlation 
in which at (Rt) would be useful; however, exper- 
iments that accurately determine the distribution of 
T ~ . at and Nu at the wall would be needed. 

Figures 6(a) and (b) compare the predicted near- 
wall k + and e + profiles to data compiled by Patel 
et al. [1]. Models WX and LB reproduce best the 
distribution ofk + while MK and WCP show the best 
agreement to e +. No model predicts well both vari- 
ables, indicating that further optimization of the near- 
wall damping functions is still required. In particular, 
these figures indicate relatively poor performance by 
CH, LS and LSY. This can be related to the / )  and 
terms that represent near-wall effects. Consequently 
CH, LS and LSY poorly predict Nu. Figure 6(b) also 
shows that WX displays a rather peculiar ~+ profile in 
the buffer layer. This effect results from the fl* term 
used to convert from e to ~o. 

Myong and Kasagi [11] and Yeung and Pollard [31] 
suggest the constants used in the standard k-e model 
of Launder and Spalding [2], C~ = 1.44, C2 = 1.92, 
ak = 1.0, a,: = 1.3 overestimate vt in the central region 
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of  a pipe or channel. Figure 7 shows the effect of  the 
model  constants on the ratio vUv for a channel flow 
Rer,~ = 81 270. Data o f  vdv, Hussain and Reynolds 
[32], reaches a m a x i m u m  value o f  ~ 80 at y/H = 0.45 
and then decreases to ~ 64 at the centreline. The WCP 
model ,  which uses the standard constants predicts v,/v 
increasing to ~ 8 7  and therefore overestimates the 
data by 35% at the centreline. The curve predicted by 

(c) 

V t 

0 20  40  6 0  80  100 

y+ 

F i g .  4~continued. 

WCP is also representative o f  the results obtained 
from the models  of  CH, LB, LS and LSY. Changing 
the WCP model  constants to those suggested by 
Yeung and Pollard [31], C1 = 1.48, C 2 =  1.92, 
ak = 1.25, a~ = 1.2 results in vt/v curve that closely 
follows the data and decreases the predicted value of  
vt/v at the centreline by 27%. The M K  model  produces 
a similar effect for which vt/v is 22% lower than the 
WCP model  at the centreline. It should also be noted 
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that the choice of constants in WX leads to higher 
values of vjv for the entire central region of the chan- 
nel and overestimates the data by 49% at the centre- 
line. This would indicate that further optimisation of 
the WX model constants is required. 

The foregoing indicate that all models predict 
reasonably well boundary layer flows. This could be 
anticipated since the models were developed for this 
type of flow. The models of WCP and WX calculate 
the turbulent convection heat transfer rate better than 
the other models tested, predicting Nu with less than 
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Fig. 7. Effect ofmodel constants on vt/v distribution. 

2% error. Review of the WCP and WX models pre- 
dictions of the turbulence variables k +, ~+ and vt indi- 
cates that further refinement of the model constants 
and near-wall damping functions is required. 

6.2. Impinging slot jet  flow 
The calculated impingement plate Nu profiles are 

compared to the experimental data of Gardon and 
Akfirat [23], Cadek [21], Das [22] and van Heiningen 
[24] for the impinging slot jet test case Re = l0 000, 
H~ W = 2.6, Fig. 8(a), and the corresponding impinge- 
ment plate Cr profiles are shown in Fig. 8(b). Jet 
inlet conditions were uniform mean flow with 2% 
turbulence intensity, the constant impingement plate 
temperature being 10 K above both the inlet fluid and 
confinement plate temperature (both at 300 K). Along 
the impingement plate, there exists a stagnation region 
from which develops a wall jet. At the stagnation point 
('r = 0 and Nu is a maximum ~43 due to impingement 
of large-scale eddies that form during jet development. 
Around the stagnation point, the fluid is caused to 
alter its direction, undergoing strong acceleration, 
which results in a rapid increase in Cr distal to 
impingement. A boundary layer develops along the 
impingement plate and Nu displays a secondary peak 

27 at H./W ~ 7. Decreases in the values of Cr and 
Nu result from flow deceleration with distances farther 
removed from impingement with a gradual dim- 
inution with Nu ,,~ 15 at x~ W = 20. The impinging slot 
jet configuration is a test case that evaluates assump- 
tions made in near-wall modelling. 

To rank each models' ability to predict, on average, 
the Nu distribution, the correlation coefficient r is 
calculated, Table 10, where r = 1 the predicted values 
fit exactly the experimental data. Table 10 presents, 
as well, the percentage error in the predicted maximum 
Nu in the stagnation region, Nu at the secondary peak 
and Nu downstream at x / W  = 20. Figure 8(a) and 
Table 10 indicate that the Nu profile predicted by the 
WX model has the strongest agreement (r = 0.98) to 
the data set. Indeed, WX is the only model that deter- 
mines the wall-proximity effects based on turbulence 
variables via the turbulence Reynolds number Rt. All 
other models determine the near-wall turbulence using 
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Fig. 8. Impinging jet : (a) impingement plate Nu vs x~ W; (b) 
impingement plate Cf vs x~ IV. 

correlation to the data. Therefore, wall functions are 
not recommended for this type of flow. In addition, 
the refined wall functions WF2 and WF3 do not 
improve the prediction of Nu or Cf relative to WF1. 
The wall functions all perform poorly in the stag- 
nation region where the assumptions used in their 
derivation are certainly not valid. 

The CH and MK models also perform poorly in 
the stagnation region : they overestimate the 
maximum Nu and predict its location to occur away 
from the stagnation point at x / W  ~ 0.5. The Nu pro- 
files appear to be influenced by the initial step rise 
and off-stagnation peak shown by the profiles in Cf. 
Similar to the wall functions, the CH and MK models 
calculate the wall-proximity effects based on y÷ and 
therefore assume that turbulence in this region can be 
related to u~. The poor performance of the CH and 
M K  models demonstrate that low Reynolds number 
models with near-wall damping functions based on 
y+ are not suitable for prediction of heat transfer in 
the vicinity of a stagnation point. 

All models predict poorly both the magnitude and 
the location of the secondary peak in the distribution 
of Nu ; note, too, that the profiles of Nu and Cr are 
similar. The WCP model fails completely to predict 
the secondary peak in Nu, which indicates that, to 
accurately predict this type of flow, a length scale 
determining transport equation is required, even in 
the near-wall region, The WX model has the strongest 
correlation to the data set : it predicts Nu in this region 
better than other models. 

Far  downstream (i.e. x~ W > 20) the flow resembles 
developing channel flow and the predicted Cf and Nu 
profiles from all models converge to similar values. 
The Nu results can be correlated to Cr but the value 
of Cf predicted by each model does not follow the 
same order as that found in the channel flow test case. 
Thus it appears that the Cr and Nu predictions in this 
region are strongly affected by the capability of a 
model to capture the physical phenomena upstream 
of this region. The addition of the Yap correction 
term to the LS model slightly improves the prediction 
Nu beyond the secondary peak. 

The impinging slot jet test case indicates that, from 
the models considered, only the WX model adequately 
predicts turbulent convection heat transfer in a flow 
that involves stagnation followed by acceleration and 
deceleration. Wall functions and low Reynolds num- 
ber models, which calculate the near-wall turbulence 
based on us or distance from the wall, perform poorly 
and are not recommended for this type of flow. 

functions that contain either u ,  distance from the wall 
functions based on the turbulence variables extrapo- 
late better to conditions far from equilibrium. 

All low Reynolds number models correlate reason- 
ably well to those data considered, having correlation 
coefficients greater than 0.77 ; however, the wall func- 
tions W F  1, WF2 and WF3 have low negative r values, 
which indicate their predictions have little statistical 

6.3. Flow downstream of  a backward facing step 
The flow over a backward facing step was computed 

using inlet and boundary conditions given by Vogel 
and Eaton [25]. Figures 9(a)-(d) compare the cal- 
culated impingement plate St profiles to the exper- 
imental data of Vogel and Eaton [25] for the backward 
facing step test case Re .  = 28 000, 6/H = 1.1, Figure 
10 compares the impingement plate Cr profiles pre- 
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Table 10. Nusselt number results for the impinging jet test case 

Correlation % Nu at % Nu at 
coefficient stagnation secondary % Nu @ 

Model r region peak x~ W = 20 

WF1 -0.38 - 27.8 32.0 9.6 
WF2 -0.35 -21.5 34.9 18.0 
WF3 -0.41 -21.6 38.4 25.8 
CH 0.92 18.8 39.9 6.1 
LB 0.92 12.5 49.1 8.0 
LS 0.77 5.0 26.1 18.6 
LSY 0.84 4.9 25.3 -3 .6  
MK 0.92 30.6 -4 .7  I 1. I 
WCP 0.91 12.8 -30.5 
WX 0.98 9.9 19.5 13.0 
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(a) WX and WCP models ; (b) WF1, WF2 and WF3 models: 

(c) LS and LSY models ; (d) LB, MK and CH models. 

dicted by each model to the experimental data of 
Adams et al. [33] and Vogel and Eaton [25]. 

The experimental data reveal that the flow along 
the impingement plate can be divided into three zones : 
recirculation region, reattachment region and rede- 
veloping near-wall flow. In the recirculation region, 
St  has not reached its peak around flow attachment, 
Cf is negative. The peak St  ~ 0.0032 occurs at 0.67H 
upstream (relative to the mean flow direction) of  reat- 
tachment. The reattachment point is located 6.67H 
downstream of  separation. At reattachment Cr passes 
through zero and then increases downstream. Vogel 
and Eaton [25] attribute the high heat transfer rate in 
the vicinity of  reattachment to the impingement of  
energetic free shear layer eddies and diminution of  
the viscous sublayer where heat transfer is largely 
governed by molecular diffusion. Downstream of re- 
attachment St  decreases to levels typically found in a 
turbulent boundary layer, which is probably due to 
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Table 11. Stanton number results for the backward facing step case 

2397 

Model 

Correlation 
coefficient % St at % x/H at % St at 

r maximum St maximum St x/H = 20 

WF1 0.82 1.6 - 17.8 0.6 
WF2 0.85 - 5.2 - 17.8 0.6 
WF3 0.87 5.3 - 11.7 14.3 
CH 0.54 175.6 34.7 61.7 
LB 0.80 93.5 -7 .6  53.9 
LS 0.73 469.0 - 7.6 30.7 
LSY 0.77 37.6 - 7.6 3.8 
MK 0.36 151.8 -26.8 31.8 
WCP 0.82 -28.7 - 22.9 - 10.5 
WX 0.95 -2 .5  4.0 -0 .7  

the thickening of  the viscous sublayer. The backward 
facing step configuration evaluates how well the tur- 
bulence models predict a flow that involves reat- 
tachment of  a separated turbulent boundary layer. 

In order to quantify and rank each model 's  ability 
to reproduce the St and Cf data of  Vogel and Eaton 
[25], the correlation coefficients are given in Tables 11 
and 12. Table 11 also shows the percentage error in 
the predicted : maximum St, location of  the maximum 
St and the value of  St downstream of  reattachment at 
x/H = 20, this location being arbitrarily chosen. Table 
12 shows the percentage error in the predicted mini- 
mum Cf in the recirculation region, Cf downstream at 
x/H = 20 and the separated flow reattachment length. 

Figure 9(a) and Table 11 clearly indicate that the 
W X  model  predicts the St profile significantly better 
than any of  the other models tested. The W X  model 
has the strongest correlation to the data (r = 0.95) 
and reproduces the maximum St, the location of  the 
maximum St and the St downstream of  the maximum 
peak with less than 5% error. The one-equation near- 
wall formulation of  WCP shows reasonable cor- 
relation to the data (r = 0.82) but  fails to predict the 
peak in the St profile, which occurs near reattachment. 
This result indicates that in the vicinity of  re- 
at tachment the length scale in the near-wall region 
is not  adequately described by Wolfshtein's model. 

Figure 10 and Table 12 indicates that the Cr profile 

is best reproduced by the W X  model, which displays 
the strongest correlation to the Cf data (r = 0.99) ; 
moreover,  it predicts Cfin the recirculating flow region 
better than any of  the other models. The reattachment 
length is calculated most accurately by the models of  
LSY and WCP. All models poorly predict Cf beyond 
reattactiment where a boundary layer begins to 
develop along the impingement plate. 

Figure 9(b) and Table 12 indicate that the wall 
functions WF1 and WF2 and WF3 predict the St 
profile well, showing a better correlation to the data 
than all low Reynolds number models, except WX. 
Johnson and Launder [34], Amano  [4] and Yap [10] 
have demonstrated similar results when applying wall 
functions to abrupt  pipe expansions. The WF2  and 
WF3 models show slightly better correlation to the St 
data relative to WF1.  All three wall functions predict 
similar Cf profiles with the exception that down- 
stream, beyond reattachment, WF3 predicts Cf closer 
to the data. As a result, the WF3 model  predicts 
St ~ 14% higher at x/H = 20 relative to WF1.  The 
results obtained using wall functions demonstrate that 
in complex flows, use of  the low Reynolds number 
method does not  necessarily lead to better results if 
the near-wall functions are based on u~ or distance 
from the wall. 

Figure 9(c) compares the St profiles predicted by 
the LS and LSY models. The LS model  greatly over- 

Table 12. Skin friction results for the backward facing step case 

Model 

Correlation % x/H 
coefficient % Cf @ % Cf @ reattachment 

r minimum Cf x/H = 20 length 

WF1 0.96 5.1 - 31.4 - 10.5 
WF2 0.97 - 2.4 34.5 - 9.9 
WF3 0.97 -9 .8  15.5 - 15.6 
CH 0.84 190.6 10.4 - 10.2 
LB 0.93 76.3 -0 .3  - 16.5 
LS 0.79 135.1 -29.7 - 16.8 
LSY 0.95 66.8 - 31.6 - 6.3 
MK 0.92 163.7 - 16.2 9.9 
WCP 0.96 35.4 - 47.7 6.0 
WX 0.99 8.6 - 42.9 11.3 
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predicts the maximum St in the vicinity of reat- 
tachment (about 4.7 times too high). This result is 
consistent with the data reported by Chieng and Laun- 
der [3] who obtained heat transfer predictions in the 
vicinity of reattachment five times too high for an 
abrupt pipe expansion test case. The correction to the 
Chieng and Launder work by Johnson and Launder 
[34] was considered, but not included here. The 
addition to the Yap correction term to the LS model 
significantly improves the predicted St and Cj- profiles. 
Even with this correction the LSY model poorly pre- 
dicts Cf in the recirculation zone and does not cal- 
culate St as well as the models of either WX, WCP or 
the wall functions. 

Figure 9(d) shows that both CH and MK models 
fail to predict the St distribution in the vicinity of 
reattachment. These models also substantially over- 
estimate Cf, both in the recirculating flow region and 
directly after reattachment, Fig. 10. The models of 
CH and MK assume that the near-wall turbulence can 
be specified in terms of u, and therefore does not show 
the correct behavior in regions where the turbulence is 
not controlled by u~ (the poor behavior of the damping 
functions used in the models of CH and MK is 
reflected in their numerical performance : both models 
took over double the number of iterations to converge 
relative to the WX model). 

The backward facing step test case demonstrates. 
even more emphatically than the impinging slot jet 
test case, how poorly the models of CH, LB, LS and 
MK predict convection heat transfer when coupled 
with a complex turbulent flow. The WCP model pre- 
dicts reasonable results, but underpredicts the heat 
transfer near reattachment. Only the WX model dem- 
onstrates strong performance on all three test cases. 

6.4. Programming and numerical considerations 
From the perspective of the programmer the WX 

model has several advantages. It does not include 
additional terms /) and E, thereby reducing the 
amount of coding required. The WX model deter- 
mines its low Reynolds number effects through the 
turbulence Reynolds number Rt. All other low Rey- 
nolds number models, with the exception of LS, 
require calculation of the turbulence Reynolds num- 
ber Ry or the dimensionless distance from the wall y+. 
The models of CH and MK, which are based on y+, 
require that at each iteration the wall shear stress r,, 
be determined along these surfaces. As a result, the 
programming required to handle cases that are three- 
dimensional, involve complex geometry or blockages, 
becomes very tedious for models other than WX and 
LS. 

The WX model produced a converged solution 
about 24% faster than the low Reynolds number k-e 
models. This can partly be attributed to the ~o-equa- 
tion boundary condition (i.e. ~o is fixed at the wall) 
and partly due to better behavior of the damping 
functions used to provide the low Reynolds number 
effects. This becomes especially important in the 

region very close to the wall (i.e. y+ < l). The main 
strength of WX in this respect is that the damping 
functions are all bounded between 'reasonable' values 
(i.e. 0 .56~<~<2.2,  0.025~<~*~<1, 0.025~<fl*~< 
0.09). In contrast, the damping function./~ used in 
the models of LB and MK is not bounded. During 
the solution process, should R, become very small, 
/i, can become greater than unity providing un- 
realistic values of v,. The e-equation boundary con- 
dition used in conjunction with LB and MK is a zero 
gradient boundary condition. The value Ofew is there- 
fore determined during the solution process and does 
not possess the stabilizing effect of a fixed wall bound- 
ary condition. In addition, the LB model's Jl term is 
not bounded, should f ,  become very small,./] becomes 
large resulting in a large positive source term for the 
~:-equation. 

The models of CH, LS and LSY all have bounded 
damping functions and the ~-equation has a fixed 
boundary condition at the wall. However to recover 
the correct values ofk and e at the wall the models of 
CH, LS and LSY employ t h e / )  and E terms. These 
models, therefore, are sensitive to the values calculated 
by the /) and /~ terms, which increases the com- 
putational time required for convergence relative to 
the WX model. Further discussion of these items can 
be found in Heyerichs [35]. 

7. CONCLUSION 

This paper has evaluated a number of variants to 
the k e and k-co two-equation turbulence models and 
their ability to predict turbulent convection heat trans- 
fer in channel flow, impinging slot jet flow and flow 
downstream of a backward facing step. The general 
conclusions drawn are : 

(1) The Wilcox model predicts turbulent con- 
vection heat transfer significantly better than the other 
models considered, calculating Nu within 2% for the 
channel flow test case and showing the highest cor- 
relation (r i> 95%) to the heat transfer for the 
impinging slot jet and backward facing step test cases. 

(2) The Wilcox model is the easiest to implement 
since it does not require the calculation of the wall 
shear stress, distance from the wall or the additional 
terms /) and ~. This simplifies the programming 
required to handle cases that are three dimensional, 
involve complex geometry or blockages. 

(3) The Wilcox model demonstrates better con- 
vergence behavior, producing on average, converged 
solutions 24% faster relative to the other low Rey- 
nolds number models considered. The higher rate of 
convergence can be attributed to the bounded near- 
wall damping functions and the Dirichlet wall bound- 
ary condition applied to the oJ-equation. 

7.1. Channel flow test case 
(1) All models predict reasonable results for the 

channel flow test case. Wall functions calculate (Tf 
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within ~ 2% and show strong agreement with the log- 
law and temperature data of Kader [27]. This result 
can be anticipated since they are derived based on the 
log-law and temperature log-law, Jaytilleke [28]. All 
low Reynolds number models except LB and LSY 
predict Cf within 5% and ~ 7%, respectively. 

(2) When using the low Reynolds number ap- 
proach, there is a strong correlation between a models 
ability to predict the log-law, Cf and Nu. The models 
of LB, LSY and MK that underpredict the log- 
law, overestimate Cf and Nu. On the other hand, the 
models of CH and LS that overestimate the log-law, 
underpredict Cf and Nu. The WCP model shows the 
best fit to the log-law and Nu is predicted to within 

1% of the Dittus-Boelter correlation. 
(3) The temperature profile T + and Nu calculated 

by the low Reynolds number models are strongly 
influenced by the value of at ( ,~ - 10 A Nu  per 0.1 Aat). 

(4) None of the models predict both k + and e+ 
well in the near-wall region, indicating that further 
refinement of the near-wall damping functions is 
required. 

(5) The standard I ce  model constants given by 
Launder and Spalding [2] overestimate vt in the central 
region of the channel. Changing the model constants 
as suggested by Yeung and Pollard [31] brings the vt 
prediction into close agreement with experimental 
data and decreases Cf and Nu by less than 1%. Simi- 
larly, the WX model overpredicts v~ in the central 
region of the channel indicating that the constants 
suggested by Wilcox [16] also require adjustment. 

7.2. Impinging slot j e t  and backward facing step test 
cases 

(1) Only the WX model shows a high correlation 
(r >/95%) to the experimental heat transfer data for 
the impinging slot jet and backward facing step case. 
The strong performance by the WX model indicates 
that near-wall functions based on the turbulence vari- 
ables extrapolate better to conditions far from equi- 
librium than those that specify turbulence based on u~ 
or distance from the wall. Wall functions and the 
models of CH, LB, LS, LSY and MK perform poorly 
and are not recommended for modelling complex 
flows. 

(2) The WCP model fails to accurately predict heat 
transfer in the vicinity of stagnation and reattachment, 
implying that in complex flows, Wolfshtein's one- 
equation model does not adequately describe the near- 
wall region and transport equations for both velocity 
and length scale are required to calculate accurate 
results. 

8. RECOMMENDATIONS 

There is a need for more experimental turbulent 
convection heat transfer studies. A well-controlled, 
high Re, channel flow experiment is required to estab- 
lish a single reliable data set that can be used to bench- 
mark turbulence models and further refine near-wall 

damping functions and model constants. Such an 
experiment could also be used to obtain a better pre- 
scription of tr t across the near-wall region, since use 
of a formula that varies at with Rt, may lead to 
improved heat transfer predictions relative to those 
obtained based on the assumption that o t = 0.9. More 
reliable hydrodynamic and heat transfer data are 
required for turbulent impinging plane jets. The data 
should clearly specify if the secondary Nu peak is 
caused by relaminarization and boundary layer tran- 
sition or impingement of vortex rings into the bound- 
ary layer. 
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